Particle acceleration by breaking of the constrictions of a Z-pinch and a plasma focus
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It is demonstrated that the condition $E > B$ may be reached during the course of the development of instabilities of the constriction type in the plasma column of a discharge. In this case the particle motion ceases being of the drift type and "direct" particle acceleration in an electric field $E_i$ becomes possible.

PACS numbers: 52.55.Ez, 52.35.En, 52.80.—s

1. It is well known (1) that particles accelerated to energies $\sim 300$ keV and higher are observed in high-power pulsed discharges with currents $J \sim 200–1000$ kA. In discharges in deuterium, these particles—deuterium ions—give rise to a certain number of nuclear reactions accompanied by emission of neutrons, as many as $\sim 10^8$ in $Z$ pinches, $10^9–10^{11}$ in a plasma focus, (3) and up to $10^{12}$ in coaxial "guns." (4) One of us (5) has advanced the hypothesis that the abrupt narrowing of the cross section in the constrictions leads to a blocking of the conduction current, which is produced when an infinitesimally thin wire is broken (see Fig. 3). In addition, the medium surrounding the pinch is not always a vacuum, since the entrapped plasma in the contracting discharge is not complete. These two important circumstances can be taken into account in the following manner. Assume that the breaking of the current proceeds in steps—first at $t = 0$ the current decreases by $\delta J_0$, then at $t = t_1$ by $\delta J_1$, etc. Then at a radius $r < ct$ we obtain a sum of waves of the type (2), which manage to reach the indicated distance. We thus obtain a field in the form

$$E(r, t) = \sum_{n=1}^{\infty} \frac{2J_n}{cT} \left( \frac{1}{\rho} - \frac{(1-\rho)^n}{\rho} \right)$$

where $J_n(t)$ is the derivative of the current with respect to time. For example, for currents that decrease linearly and parabolically we obtain ($t < T$)

$$E = \frac{2J_0}{cT} \left( \frac{1}{\rho} - \frac{(1-\rho)^n}{\rho} \right)$$

where

$$\rho = r/c < 1.$$

The front of these waves propagates with the speed of light, but, if account is taken of the influence of the residual plasma in the space surrounding the pinch, then the situation changes. The wave should propagate in this case with Alfvén velocity and it is therefore necessary to make in (1) the substitution $c \rightarrow c_A = B/(4\pi \rho n_{e_{\text{extr}}})^{1/2}$.

Experimental data on the density of the residual plasma which is not trapped in the pinch are scanty. According to Gribkov's estimates (8), its density is smaller by three or four orders of magnitude than the density of the plasma in the pinch ($n_{\text{plasm}} = 10^{17}–10^{18}$ cm$^{-3}$ in $Z$ pinches and $10^{18}–10^{19}$ cm$^{-3}$ in plasma-focus installations). It is reasonable to assume that at the chamber walls $r = R_W$, this density is equal to the initial density of the gas $n_0 = 4 \times 10^{16}$ cm$^{-3}$ (at an initial pressure $\sim 1$ mm Hg), and then falls off towards the axis in accordance with some law, say linear: $n_{e_{\text{extr}}} = n_0/R_W$. Photographs of discharges, taken "from the end," show (9) that the contracting sheath is not strictly cylindrical, but has a noticeable string-net structure, so that the assumption that not all of the plasma gets trapped in the pinch

FIG. 1. Profile of the field $E(r, t)$ of the wave (2) at different instants of time.
FIG. 2. Three successive photographs of a pinch. The start of the neutron emission coincides with the instant when a visible complete break of the pinch appears on photograph 2.

is quite acceptable.

Typical values of the chamber radius and of the current at the instant of the "second singularity," which coincides with the start of the neutron radiation,\(^\text{[10]}\) are \(R = 10\) cm and \(J = 200\) kA for a Z pinch and \(R = 50\) cm and \(J = 1\) MA for a plasma focus. The Alfven velocity \(c_A^2\) at the wall is in this case \(\approx c_A^2/c = 2J/c^2R(4\pi Mn_0)^{1/2} < 10^{-4}\) times smaller than the speed of light. Recognizing that \(B \sim 1/r\) and assuming \(n \approx r\), we obtain \(c_A^2 \approx (R/r)^3c_A^2\), where \(s = 1/2\). Making the substitution \(c = c_A^2(R/r)\), we rewrite (1) in the form

\[
\frac{\Delta E}{c^2} = \frac{\partial E}{\partial t} + \frac{\partial E}{\partial t} - \frac{s}{\partial t} = 0.
\]

The front of wave propagates now in accordance with the law

\[
dr/dt = c_A^2(\frac{r}{R}) \frac{c}{c_A^2} (R/r) \frac{\partial}{\partial t} \frac{\partial}{\partial t}.
\]

whence

\[
\tau_d(t) = R \left[ c \left( \frac{R}{r} + 1 \right) c \right]^{1/(s + 1)}.
\]

At \(s = 1/2\) and \(x = 10^{-4}\), the wave reaches the wall of the chamber within the time \(t_w = 1300\) nsec in a Z pinch with \(R = 10\) cm, and within a time \(t_w = 6000\) nsec in a plasma focus with \(R = 50\) cm, whereas in vacuum this time would be \(R/c \sim 1\) nsec.

Thus, allowance for the presence of the surrounding plasma alters significantly the temporal characteristics of the constriction-breaking process. If instead of \(\tau\) we introduce a new variable

\[
z = R \left[ c \left( \frac{R}{r} + 1 \right) c \right]^{1/(s + 1)},
\]

then Eq. (5) takes the form

\[
x^2 \left( \frac{r}{R} \right)^{3s} \frac{\partial}{\partial r} \frac{\partial E}{r \partial r} + \frac{\partial E}{\partial x} \frac{\partial x}{\partial r} - \frac{\partial E}{\partial x} \frac{\partial E}{\partial x} - \frac{\partial E}{\partial t} \frac{\partial E}{\partial t} = 0,
\]

which coincides formally with Eq. (1). The electric and magnetic field are best expressed in terms of the vector potential \(A\) of the wave:

\[
E = -\frac{\partial A}{\partial t}, \quad B = \frac{2J_0(0)}{c} + B, \quad B = -\frac{\partial A}{\partial r},
\]

which also satisfies Eq. (6).

The introduction of the vector potential \(A\) is convenient because the plasma pinch can henceforth be regarded as ideally conducting, and one can assume that at its boundary \(r = a(t)\) there is satisfied the condition \(E = -eB/c\), which reduces to the equation

\[
E \bigg|_{t=0} = -\frac{\partial A}{\partial t} \bigg|_{t=0} = -\frac{\partial}{\partial t} \left[ \frac{2J_0(0)}{c} \right] - \left( \frac{\partial A}{\partial r} \right)_{t=0}.
\]

From this we get

\[
A(t, r=a(t)) = \left( \frac{2J_0(0)}{c} \right) \ln \frac{a(t)}{a_0},
\]

which in fact determines the motion of the sheath of the pinch. The constant \(a_0\) is obtained from the initial conditions. With this formulation of the problem, the current \(J_0(t)\) on the axis is in essence a fictitious auxiliary quantity, whereas the real current \(J(t)\) flowing through the constriction is determined from the relation \(J(t) = 1/(2c_0a(t))B(t, r = a(t))\).

The solutions corresponding to a gradual breaking of an infinitesimally thin current \(J_0(t)\) on the axis take the form (at \(x < ct\))
It can also be shown that the waves diverging from the axis and having a front $x_{eff} = ct$ are described in the general case by a series of the type

$$A = \sum_{n=0}^{\infty} a_n \tilde{Q}_n(z), \quad z = \left[1 - \left(\frac{x}{ct}\right)^2\right]^{\frac{1}{2}}, \quad y = \frac{t}{x}$$

where $Q(z)$ is a Legendre function of the second kind.

Thus, the formulation proposed here for the problem, in contrast to that assumed earlier,\textsuperscript{16} takes three factors into account: a gradual rather than instantaneous character of the interruption of the current, the presence of a plasma surrounding the pinch, and a transition to a boundary-value problem with the condition $E = -vB/c$ on the surface of the pinch.

3. We now take into account a fourth and apparently most important circumstance: namely, we assume that the current in the constriction is not “completely” interrupted, and that under these conditions the “$E > B$” situation, which makes particle acceleration possible, sets in for the considered model of the contracting pinch in a regular manner, and is inevitable.

In fact, when the fictitious current on the axis is instantaneously decreased from the value $J_0$ to $J_0 - J_1 > 0$, we have (cf. (2))

$$A = \sum_{n=1}^{\infty} \frac{2iJ_n}{c(x+1)} \frac{\text{Ar}c}{t}, \quad E = \frac{2J_1}{c(x+1)} \left(\frac{x}{c} - \frac{2}{c} \right); \quad B = -\frac{2J_1}{ct} \left[1 - (x/c)^2\right]^\frac{1}{2}. \quad (10)$$

On the front $x = ct$ we have here $E = +\infty$ and $B = -\infty$ (!), and this case is difficult to compare with experiment, but it is easy to foresee that at a certain sufficiently small smearing of the front of this wave one can obtain finite values of $E$ and $B$, but then $B$ can still remain, in a certain section, a negative quantity exceeding in absolute magnitude the main field $B_0 = 2J_0/cr$.

Let us explain this important circumstance using a very simple example with a linear decrease of the fictitious current

$$J(t) = J_0 - J_1 t \quad \text{if } t < T,$$

$$J(t) = J_0 - J_1 > 0 \quad \text{if } t > T. \quad (11)$$

Substituting these expressions in the first formula of (9) for the total magnetic field, we obtain

$$B = \frac{2}{ct} \left\{ J_1 - \frac{J_1}{T} \left[\left(t/T\right) - \left(\frac{x}{cT}\right)^2\right]^\frac{1}{2}\right\}, \quad 0 < x < ct; \quad (12a)$$

$$B = \frac{2}{ct} \left\{ J_1 - \frac{J_1}{T} \left[\left((t/T) - (x/cT)^2\right]^\frac{1}{2}\right]\right\}, \quad x < ct. \quad (12b)$$

In contrast to the case (10), the field (12) does not become infinite anywhere, and on the leading front $x_{eff} = ct$ it is equal to the unperturbed field $B_0 = 2J_0/cr$.

At $t < T$, the fact that the current no longer decreases has no effect, and the profile of the field has the smooth form shown in Fig. 4a. At $t > T$, however, at a distance $x_{eff} = c(t - T)$ from the axis, a kink appears on the wave; it can be called a “second front,” and behind it, up to the axis, there still remains the so-called “train” of the perturbation, which is a characteristic feature of cylindrical waves (Fig. 4b). At the point $x = x_{eff} = c(t - T)$ of the second front, the field (12) is equal to

$$B(t, x = x_{eff}(t)) = \frac{2}{ct} \left\{ J_1 - \frac{J_1}{T} \left[\left(\frac{2t}{T} - 1\right)^\frac{1}{2}\right]\right\}, \quad t > T \quad (13)$$

and inevitably vanishes, after which it becomes negative at

$$t > t' = (1/\gamma) (c(t - 1/T)), \quad x' = (1/\gamma) (c(t - 1/T)) t'$$

where $\gamma = J_0/J_1 > 1$. The electric field (9) is positive everywhere behind the leading front, since the “$E > B$” situation occurs here in natural fashion. Figure 4 shows the four successive stages of the development of the wave (12).

We consider now the motion of the sheath. For the current (11), the vector potential (9) of the wave is equal to

$$A = -\frac{2J_1}{c(x+1)} \left\{ \text{Ar}c \left[\frac{1}{\rho} - 0\right]\right\}, \quad \text{if } c(t - T) < x < ct,$$

$$A = -\frac{2J_1}{c(x+1)} \left\{ \frac{1}{\rho} + (1 - t) \left[\text{Ar}c \left[\frac{1}{\rho} - (1 - \rho)^{1/2}\right]\right]\right\}, \quad (14)$$

if $0 < x < c(t - T)$.

Here

$$t = \tau T, \quad \rho = x/c, \quad \theta = (1 - \rho)^{1/2}, \quad \rho_0 = x/c(t - T).$$

If the sheath was originally at rest at a radius $\rho = \rho_0$, corresponding to $x = x_{eff}(\rho_0/c(t - 1))$,

then the wave produced on the axis at the instant of time $t = 0$ reaches the sheath at the instant $t' = x_{eff}/c$, which in our interpretation should be regarded as the "true initial instant of time," at which the motion of the sheath begins. Assuming for simplicity that $t/T = \gamma > 1$ and substituting formulas (14) in the relation

$$A(x) = \frac{2J_0}{ct} \ln \frac{\rho(t)}{\rho_0},$$

it is easy to verify that the equations of motion of the boundary $x = x(t)$ can be written in parametric form
FIG. 5. Family of trajectories (15) of the sheath $x(t)$ for model in which the fictitious current (11) decreases linearly.

$$f(\xi)=\frac{1}{\eta} \ln \eta \text{ at } \xi<\xi_2, \eta<\eta_0.$$ (15)

We have introduced here the variables $\xi=ct$, $t=t_1+x(t)/c$, and the two parameters $\gamma_x=J_0/J_1>1$, $\gamma_T=t_1/c$.

The solutions $x(t)$ of these equations are shown in Fig. 5. The transition values $\xi_2>1$ and $\eta_1>1$ correspond to the instant $t=f_1=t_2+\delta t_f$ of the transition of the sheath through the second front $x=x_2=f(t-T)$, and are equal to

$$\eta_0=\xi_0/(t_1-T), \quad \xi_1-\xi_2/(t_1-T)=1+\eta_1/\gamma_T^2-\eta_0.$$ (16)

Assuming $\xi-1<<1$ and $\eta-1<<1$, we obtain from the first equation (15) approximately

$$f(\xi)=\xi \ln \frac{\xi}{\eta} \text{ at } 1<\xi,$$ (17)

and from this for $t_1<t<t_2$ we get

$$x(t)=x_1 \left[1-\frac{2}{3} \gamma_T \left(\frac{t}{\gamma_T}-1\right)^2\right], \quad t=t_2+\gamma_T \left(1-\frac{2}{3} \gamma_T \left(\frac{t}{\gamma_T}-1\right)^2\right).$$ (18)

From the second equation (15) for the asymptotic behavior at $\xi/\eta=t/t_2>>1$ and $\xi>\xi_2/\gamma_T>>1$ we obtain approximately

$$8 \gamma_0^2 \xi \approx \left(\frac{t}{\gamma_T}\right)^{1/2} \text{ at } \frac{t}{\gamma_T}>>1,$$ (19)

Thus, the radius of the sheath after passing of the second front of the wave decreases quite slowly, and this appears to agree with experiment if it is assumed that the discussed model describes that state of the discharge in deuterium during which neutrons are emitted. The start of the neutron emission in this model should be regarded to be the instant of time $t^*=(\gamma^2+1)t_1/2\gamma_T$, when the field $B_0$ (13) vanishes.

4. The example considered above, with a linear decrease of the current $J_0(t)$, demonstrates that the "$E>B-0$" situation is inevitable in a wave that moves away from the axis. It is, however, not fully satisfactory, inasmuch as in this example the derivative of the current $J_0(t)$ (11) has discontinuities at $t=0$ and $t=T$.

We therefore investigate another more realistic example of a smooth decrease of the fictitious current:

$$J_0(t)=J_0-J_0 \left(\frac{t}{t+T}\right)^3, \quad J_1=J_0,$$ (20)

which makes it possible to calculate the integrals (9) in explicit analytic form. The potential $A$ (9) is in this case

$$A=-2J_0 \int_0^t \frac{e^\nu}{c(x+t)} \left[\left(\frac{c(x+t)}{t+T}\right)^2-(\nu/c(x+t))^2\right] e^{-\nu} d\nu,$$ (21)

where we put $p=x/c$, $\beta=\sqrt{1-\rho^2}$, $\tau=t/T$ and

$$\mathcal{F}=-\frac{1}{\rho^2} \ln \frac{1+\rho}{1-\rho} + \frac{1}{2} \ln \frac{1-\rho}{1-\rho^2} \left[1-\frac{2(\rho^4+\rho^2)}{\rho^2+1}\right].$$ (22)

The function $\mathcal{F}(\rho, \tau)$ is shown in Fig. 6.

Near the front at $\xi<<1$ we have the expansion

$$\mathcal{F}=-\sum_{n=1}^\infty \left(1-\rho^2\right)^n \left[1-\frac{(\rho^2)^n-\left(-\rho^2\right)^n}{\rho^2} \right] \approx 2\mathcal{F} \left(1-\rho^2\right)^n,$$ (23)

and therefore on the front $x=x(t)$ itself we have

$$E=\partial \mathcal{F}/\partial x-B \partial \mathcal{F}/\partial \beta=0.$$ (24)

Near the axis we have approximately

$$\mathcal{F}_{|x=0} = \frac{1}{1+\tau^2} \left[\ln \frac{2}{\rho} - \ln (1+\tau^2) - \tau \arctg \tau + O(\rho^3)\right],$$ (25)

The motion of the sheath $x(t)$ is described now by the equation (starting with the instant $t_1=x_1/c$)

$$x(t) = x_1 \left[1-\frac{2}{3} \gamma_T \left(\frac{t}{\gamma_T}-1\right)^2\right], \quad t=t_2+\gamma_T \left(1-\frac{2}{3} \gamma_T \left(\frac{t}{\gamma_T}-1\right)^2\right).$$ (26)

Using the first term of the expansion (22), we get for the initial stage of the motion at $\xi=1<<1$, $\eta=1<<1$
Comparison with formula (17) shows that in both cases the initial velocity of the sheath motion is equal to zero, but the initial acceleration $\dot{a}$ is equal to zero in the case (26) and is infinite in the case (17), this being a definite shortcoming of the above-considered example (11) with the linear decrease of the current $J_s(t)$.

The asymptotic behavior of the sheath as $\tau \to \infty$ coincides in both cases, since formula (23) again leads to expressions (18).

Calculating the derivatives of the function $\mathcal{F}(\rho, \tau)$, we can obtain the electric field

$$E = -\frac{\partial \mathcal{A}}{c \partial t} = \frac{2J_s}{c^2(s+1)T} \frac{\partial \mathcal{F}}{\partial \tau} \frac{\rho \partial \mathcal{F}}{\rho \partial \rho} = \frac{2J_s \mathcal{F}(\rho, \tau)}{c^2(s+1)T} > 0 \tag{27}$$

and the magnetic field of the wave with the potential $\mathcal{A}$ (20):

$$B = -\frac{\partial \mathcal{A}}{\partial \tau} = 2J_s \frac{\partial \mathcal{F}}{\partial \rho} = -2J_s \mathcal{G}(\rho, \tau) < 0. \tag{28}$$

If we introduce for brevity the notation $q = (1 - \rho^2)\rho - 1$, then the function $F$ in (27) can be written in the form (see Fig. 7)

$$F = \frac{\tau}{4} \frac{1}{\rho^2(1+\rho^2)} \left[ -2p + \left( 1 - \frac{2p}{(s+1)\rho^2} \right) \frac{\rho^2}{(s+1)\rho^2} \frac{2}{2} \ln \frac{1+\rho^2}{1-\rho^2} \right] \left( \frac{1}{1+\rho^2} - \frac{1}{1-\rho^2} \right) \tag{29}$$

and the function $G$ (28) is equal to (see Fig. 8)

$$G = -\frac{\partial \mathcal{F}}{\partial \rho} \frac{\rho^2}{4(1+\rho^2)} \left[ 2 - \frac{p}{(s+1)\rho^2} + \left( 1 - \frac{2p}{(s+1)\rho^2} \right) \frac{\rho^2}{(s+1)\rho^2} \frac{1}{2} \ln \frac{1+\rho^2}{1-\rho^2} \right] \tag{30}$$

The total magnetic field is equal to (see Fig. 9)

$$B = -\frac{2J_s}{\gamma_1} + B = \frac{2J_s}{\gamma_1} \left[ \frac{1}{1+\rho^2} - \mathcal{G}(\rho, \tau) \right] \tag{31}$$

so that for the "$E > B = 0$" situation it is necessary that the condition $G(\rho, \tau) > 0$ be reached at definite values of $\rho$ and $\tau^*$. The experimental value of the parameter $\gamma_1$ is of the order of unity ($1 \lesssim \gamma_1 \lesssim 1.5$), so that $G$ should exceed unity somewhat. It is easily seen, however, that this condition is inevitably reached starting with a certain instant of time $\tau^*$. In fact, if we assume $\rho$ to be fixed and take the limit as $\tau \to \infty$, we obtain

$$\rho = \left( \frac{1}{2} - \frac{1}{2} \right) \rho - \frac{1}{2} \left( \frac{1}{2} - \frac{1}{2} \right) + \ldots \tag{32}$$

and from formula (30) we get $\lim G(\rho, \tau) = 1/3$ as $\tau \to \infty$.

The field (28) coincides in this case with the field $\tilde{B}$ (10), which is natural, since the limit $\tau = t/T \to \infty$ corresponds either to $t \to \infty$ or to $T \to 0$, and in the latter case we have an instantaneous interruption of the current (19). Thus, the function $G(\rho, \tau)$, starting with a certain value $\gamma^*$, will exceed any presribed value $\gamma^* > 1$. In the limit as $\tau \to \infty$, the total magnetic field (31) will be negative for $\rho$ in the interval $(1 - \gamma^{2/3})^{1/2} < \rho < 1$.

We consider next the ratio of the fields (28) and (31):

$$\frac{E}{B} = \frac{r F(\rho, \tau)}{cT(s+1) \gamma_1 - \mathcal{G}(\rho, \tau)} = \frac{F(\rho, \tau)}{\gamma_1 - \mathcal{G}(\rho, \tau)(\rho^2)^{1/4}}. \tag{33}$$

FIG. 8. The function $G(\rho, \tau)$ (30) which determines the field $\tilde{B}$ (28).

Here $\theta_0 = \sqrt{R/(s+1)\chi T}$ is a small coefficient. For example, at $x = 10^{-4}$, $R = 50$ cm, $T = 100$ nsec, and $s = \frac{1}{2}$ we have $\theta_0 = 10^{-4}$. Inasmuch as $E/B = \tilde{a}/c$ on the boundary of the pinch, it is precisely the smallness of the coefficient $\theta_0$ which ensures the relative slowness of the motion of the sheath with velocity $\tilde{a} \sim c\theta_0 \sim 3 \times 10^7$ cm/sec, as is observed in experiment.

Inasmuch as the remaining factors in (33) are of the order of unity at $\rho \to 1$ and $\tau \to 1$, the "$E > B = 0$" situation, which is necessary for the particle acceleration, is possible only in an extremely narrow gap with dimensions of the order of

$$|p - p'| \sim \left[ R/(s+1)\chi T \right]^{1/4}$$

in the immediate vicinity of the point $p^*$, where the denominator (33) vanishes at $G = \gamma_1$. It is necessary here that the sheath be able to jump through the dangerous place of the wave before the field $B$ (31) vanishes. Only in this case the "$E > B = 0$" situation will be produced outside the sheath, which at that instant should already

FIG. 9. Profile of the total magnetic field (31) for the parameter $\gamma_1 = \frac{1}{2}$.
be closer to the axis and decelerate approximately in accordance with formulas (18). These conditions can be insured if, given the parameter \( \gamma_T > 1 \) in the equation of motion of the sheath (24), the second parameter \( \gamma_T = \frac{t_1}{T} \) is smaller than a certain critical value \( \gamma_T^* \).

This critical value is obtained if it is assumed that the sheath at the instant \( \tau^* \) is located at the point \( \rho^* \), and \( \gamma_T^* \) is determined by the relation

\[
\mathcal{L}(\rho^*, \tau^*) = \gamma_T \ln \left( \frac{\gamma_T^*}{\rho^*} \right),
\]

whereas the position of the sheath at the instant \( \tau^* \) is determined by Eq. (24):

\[
\mathcal{L}(\rho(\tau^*), \tau^*) = \gamma_T \ln \left[ \frac{\tau^*}{\gamma_T} \right].
\]

Recognizing that

\[
G(\rho, \tau) = -\rho \frac{\partial \mathcal{L}}{\partial \rho} \leq \mathcal{L}(\rho(\tau^*), \tau^*) - \gamma_T,
\]

and subtracting relation (34) from (35), we obtain

\[
\int_{\tau^*}^{\tau} \left( \frac{\partial G(\rho, \tau)}{\partial \rho} \right) d\rho = \gamma_T \ln \frac{\tau^*}{\tau_T} > 0.
\]

We see therefore that for \( \rho(\tau^*) < \rho^* \) it is necessary to satisfy the condition \( \gamma_T > \gamma_T^* \), that is, the sheath must begin its motion early enough to be able to jump through the dangerous region of the wave. The values of \( \gamma_T^* \) are listed in the table. It is seen from the table that, with good accuracy, \( \gamma_T^* = \tau^* - 0.4 \). At a given \( \gamma_T > 1 \), only values \( \gamma_T > \gamma_T^* \) are allowed.

5. For comparison with experiment, we note that the theory contains a rather large number of parameters, the choice of which can lead to close agreement. In Fig. 10, taken from the paper of Filippov et al., \([11]\) is shown the time variation of the radius of the constriction \( a(t) \) in the narrowest place of the plasma focus, and also the neutron and x-ray emission. The experimental time \( \tau^* \) is arbitrarily reckoned from the start of the x-ray emission. In accordance with our model, the decreasing part of the \( a(t) \) curve should agree with the asymptotic formula (18)

\[
a(t)/a_\infty = \left( t/t_1 \right)^{1/4}, \quad k = 1/(s+1) \left( t_1 - 1 \right),
\]

where the instant of the maximum \( a_1 = 11.5 \) mm is assumed in the theory to be the instant of time \( t_1 \). If it is assumed that \( t_1 < 100 \) nsec, then, choosing on Fig. 10 two points, \( a(\tau^* = 200 \) nsec\) = 2.3 mm and \( a(\tau^* = 300) = 1.75 \) mm, we obtain with their ratio, in accordance with (37), the value 2.3/1.75 = 2\(^{3/2} \), therefore \( k = 0.4 \), which corresponds at \( s = 2 \) to the choice \( \gamma_T = 2 \) and \( t_1 = 4 \) nsec. If it is assumed that the maximum \( a_1 = 11.5 \) mm occurs at \( \tau^* = 110 \) nsec, and the instant of the start of the neutron emission and the second burst of the x-rays occur at the instant \( \tau^* = 8 (t_1 + 40)/T, \) from which we obtain at \( t_1 = 4 \) nsec the value \( T = 5.5 \) nsec, meaning \( \gamma_T = t_1/T = 0.75 \). By choosing \( \gamma_T = 2 \) and \( \gamma_T = 4/\gamma_T \), we can obtain from the equation of motion of the sheath \( \mathcal{L}(\rho, \tau) \) = 2 \ln(0.75/\rho T) a more accurate theoretical relation for \( a(t) \) (shown dashed in Fig. 10) and again compared with the experimental curve.

At small \( \rho \ll 1 \) we can use the asymptotic formula (23), from which we get

\[
\frac{a(t)}{a_\infty} = \frac{3}{8 \tau} \left( (1+ct)^{1/3} \right)^{\exp \left( \frac{1}{\tau} \arctan \frac{t}{c} \right)}.
\]

This yields, for example, at \( a = 7.5 \) mm at \( \tau = 3 \) and \( \tau^* = 122.5 \) nsec, so that within 12 nsec \( a(t) \) decreases by approximately 4 mm, moving with a speed \( \sim 3 \times 10^7 \) cm/sec. At \( t \) close to \( t_1 \), formula (26) is valid, from which we obtain

\[
\frac{a(t)}{a_\infty} = \exp \left( - \left( \frac{t-t_1}{t_\text{off}} \right)^{1/4} \right), \quad t_\text{off} = t_1 \left( \frac{15}{8 \tau^2} \frac{\gamma_T (s+1)}{\gamma_T} \right)^{1/4} \approx 11 \) nsec.
\]

Formulas (38) and (39) are in qualitative agreement with the data of Fig. 10. The ratio \( c_t = x_t = 120 \) cm \( = R(a_1/R)^{1/3}/(s+1) \) at \( a_1 = 1 \) cm and \( s = 2 \) is also approximately satisfied, if it is assumed that \( x = 10^4 \) and \( R = R_{\text{eff}} = 10 \) cm.

The point where the particles begin to be accelerated is determined according to the table by the relation

\[
\frac{a(t)}{a_\infty} = \left( \frac{x}{x_t} \right)^{1/4} \approx \left( \frac{\rho^*/\gamma_T}{\gamma_T} \right)^{1/4} \approx 2.4,
\]

that is, it is approximately twice as far as the initial radius of the sheath. From Fig. 10 and from the table we can find that the electric field is in this case equal to (we assume \( J_0 = 10^8 \) A/cm²)

\[
E = \frac{2J_0}{\epsilon F(s+1)} \approx 20 \text{ kV/cm},
\]

so that, for example, the particles can acquire an energy 100 keV by covering a path of approximately 5 cm.

This value still seems insufficient to explain the observed energies of the accelerated particles (300 keV), but it must be noted that the considered model is only a rough approximation of reality. It does not take into account, in particular, the dependence of the fields on the coordinate \( z \), an important factor in the case of

**Characteristics of the maximum of the function \( G(\rho, \tau) \) (80).**

<table>
<thead>
<tr>
<th>( \tau^* )</th>
<th>Max. ( G )</th>
<th>( \rho^* )</th>
<th>( x(\rho^<em>, \tau^</em>) )</th>
<th>( z(\rho^<em>, \tau^</em>) )</th>
<th>( z(\rho^<em>, \tau^</em>)^2 )</th>
<th>( v(\rho^<em>, \tau^</em>) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 2</td>
<td>&lt; 1</td>
<td>1.165</td>
<td>0.63</td>
<td>0.37</td>
<td>2.6</td>
<td>1.29</td>
</tr>
<tr>
<td>3</td>
<td>1.39</td>
<td>0.725</td>
<td>0.3</td>
<td>2.9</td>
<td>3.6</td>
<td>4.55</td>
</tr>
<tr>
<td>4</td>
<td>1.58</td>
<td>0.77</td>
<td>0.27</td>
<td>3.85</td>
<td>4.56</td>
<td>3.75</td>
</tr>
<tr>
<td>5</td>
<td>1.75</td>
<td>0.81</td>
<td>0.24</td>
<td>4.86</td>
<td>5.55</td>
<td>3.35</td>
</tr>
<tr>
<td>6</td>
<td>1.91</td>
<td>0.85</td>
<td>0.23</td>
<td>5.45</td>
<td>6.55</td>
<td>0.31</td>
</tr>
<tr>
<td>7</td>
<td>2.045</td>
<td>0.855</td>
<td>0.21</td>
<td>6.44</td>
<td>7.6</td>
<td>0.28</td>
</tr>
<tr>
<td>8</td>
<td>2.18</td>
<td>0.87</td>
<td>0.2</td>
<td>7.83</td>
<td>8.6</td>
<td>0.26</td>
</tr>
<tr>
<td>9</td>
<td>2.31</td>
<td>0.9</td>
<td>0.19</td>
<td>9.35</td>
<td>9.6</td>
<td>0.25</td>
</tr>
<tr>
<td>10</td>
<td>2.31</td>
<td>0.9</td>
<td>0.19</td>
<td>9.35</td>
<td>9.6</td>
<td>0.25</td>
</tr>
<tr>
<td>11</td>
<td>2.425</td>
<td>0.89</td>
<td>0.186</td>
<td>9.79</td>
<td>10.6</td>
<td>0.24</td>
</tr>
<tr>
<td>12</td>
<td>2.504</td>
<td>0.9</td>
<td>0.178</td>
<td>10.8</td>
<td>11.6</td>
<td>0.23</td>
</tr>
</tbody>
</table>
Electrical properties and dependence of the $s$-$f$ exchange integral on atomic volume of single crystals of gadolinium-dysprosium alloys
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An investigation was made of the electrical resistivity of gadolinium-dysprosium alloy single crystals as a function of temperature, magnetic field, and hydrostatic pressure. The temperature dependences of the electrical resistivity had kinks and maxima at the Curie and Neel points and these singularities depended strongly on whether the direction of current flow was parallel to the hexagonal axis or in the basal plane. The magnetic component of the resistivity was determined. The theory of indirect exchange and experimental information on the electrical resistivity and its pressure dependence were used to calculate the $s$-$f$ exchange integral and the effective mass of conduction electrons, and the dependences of these quantities on the atomic volume.

PACS numbers: 72.15.Gd, 72.15.Eb, 71.70.Gm

Rare-earth metals and alloys are characterized by record values of the resistivity at room temperature due to the very large magnetic component of the resistivity at temperatures exceeding the magnetic ordering point. The scattering of conduction electrons by a system of spins which is not in an ideal magnetic order clearly increases with the spin of the scattering atoms (other conditions being constant). The spin is largest for rare-earth metals and particularly for gadolinium, on the basis of the indirect exchange theory, has been achieved for these materials. The localization of the $4f$ electrons makes it easier to develop a theory which gives correct values of the exchange parameters (at least in respect of the order of magnitude) and describes, in agreement with experiment, the dependence of the paramagnetic Curie point and electrical resistivity on the atomic constants of rare-earth ions.

The electrical resistivity of pure rare-earth metals has been investigated using polycrystalline and single-crystal samples. However, studies of the electrical properties of rare-earth alloys have only been carried out on polycrystalline samples, which is insufficient in view of the strong anisotropy of the properties along the basal plane. We shall report the results obtained for gadolinium–dys-